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Capturing Chromosome Conformation

Job Dekker,1* Karsten Rippe,2 Martijn Dekker,3 Nancy Kleckner1

We describe an approach to detect the frequency of interaction between any two genomic loci. Generation of a matrix of interaction frequencies between sites on the same or different chromosomes reveals their relative spatial disposition and provides information about the physical properties of the chromatin fiber. This methodology can be applied to the spatial organization of entire genomes in organisms from bacteria to human. Using the yeast Saccharomyces cerevisiae, we could confirm known qualitative features of chromosome organization within the nucleus and dynamic changes in that organization during meiosis. We also analyzed yeast chromosome III at the G1 stage of the cell cycle. We found that chromatin is highly flexible throughout. Furthermore, functionally distinct AT- and GC-rich domains were found to exhibit different conformations, and a population-average 3D model of chromosome III could be determined. Chromosome III emerges as a contorted ring.

Important chromosomal activities have been linked with both structural properties and spatial conformations of chromosomes. Local properties of the chromatin fiber influence gene expression, origin firing, and DNA repair [e.g., (1, 2)]. Higher order structural features—such as formation of the 30-nm fiber, chromatin loops and axes, and interchromosomal connections—are important for chromosome morphogenesis and also have roles in gene expression and recombination. Activities such as transcription and timing of replication have been related to overall spatial nuclear disposition of different regions and their relationships to the nuclear envelope [e.g., (3–6)]. At each of these levels, chromosome organization is highly dynamic, varying both during the cell cycle and among different cell types.

Analysis of chromosome conformation is complicated by technical limitations. Electron microscopy, while affording high resolution, is laborious and not easily applicable to studies of specific loci. Light microscopy affords a resolution of 100 to 200 nm at best, which is insufficient to define chromosome conformation. DNA binding proteins fused to green fluorescent protein permit visualization of individual loci, but only a few positions can be examined simultaneously. Multiple loci can be visualized with fluorescence in situ hybridization (FISH), but this requires severe treatment that may affect chromosome organization.

We developed a high-throughput methodology, Chromosome Conformation Capture (3C), which can be used to analyze the overall spatial organization of chromosomes and to investigate their physical properties at high resolution. The principle of our approach is outlined in Fig. 1A (7). Intact nuclei are isolated (8) and subjected to formaldehyde fixation, which cross-links proteins to other proteins and to DNA. The overall result is cross-linking of physically touching segments throughout the genome via contacts between their DNA-bound proteins. The relative frequencies with which different sites have become cross-linked are then determined. Analysis of genome-wide interaction frequencies provides information about general nuclear organization as well as physical properties and conformations of chromosomes. We have used intact yeast nuclei for all experiments. Although the method can be performed using intact cells, the signals are considerably lower, making quantification difficult (9). The general nuclear organization of purified nuclei is largely intact, as shown below.

For quantification of cross-linking frequencies, cross-linked DNA is digested with a restriction enzyme and then subjected to ligation at very low DNA concentration. Under such conditions, ligation of cross-linked fragments, which is intramolecular, is strongly favored over ligation of random fragments, which is intermolecular. Cross-linking is then reversed and individual ligation products are detected and quantified by the polymerase chain reaction (PCR) using locus-specific primers. Control template is generated in which all possible ligation products are present in equal abundance (7). The cross-linking frequency (X) of two specific loci is determined by quantitative PCR reactions using control and cross-linked templates, and X is expressed as the ratio of the amount of product obtained using the cross-linked template to the amount of product obtained with the control template (Fig. 1B). X should be directly proportional to the frequency with which the two corresponding genomic sites interact (10).

Control experiments show that formation of ligation products is strictly dependent on both ligation and cross-linking (Fig. 1C). In general, X decreases with increasing separation distance in kb along chromosome III (“genomic site separation”). Cross-linking frequencies for both the left telomere and the centromere of chromosome III with each of 12 other positions along that chromosome (Fig. 1, C and D) were determined using nuclei isolated from exponentially growing haploid cells. Interestingly, the two telomeres of chromosome III interact more frequently than predicted from their genomic site separation, which suggests that the chromosome ends are in close spatial proximity. This is expected because yeast telomeres are known to occur in clusters (11, 12).

We next applied our method to an analysis of centromeres and of homologous chromosomes (“homologs”) during meiosis in yeast (7). In mitotic and meiotic cells, centromeres are clustered near the spindle pole body (13, 14) and homologous chromosomes are loosely associated (15–17). These features change markedly when cells enter meiosis (13). The centromere cluster is rapidly lost and is not restored until just before the first meiotic division. Loose interactions be-
tween homologs are transiently lost during S phase, but are immediately restored and then become increasingly robust during prophase when synaptonemal complex is formed [reviewed in (18, 19)].

Centromere relationships were probed by analyzing the frequencies with which the centromere of chromosome IV (CEN4) became cross-linked to each of 10 sites along the length of chromosome III. In premeiotic cells, CEN4 interacted strongly only with the chromosome III centromere (CEN3) (primer pair 6–14, Fig. 2A). Identical results were obtained in exponentially growing diploid cells and in both MATa and MATα haploid cells (9). In contrast, at 4 and 5 hours after the onset of meiosis, the interaction frequency between the two centromeres was reduced by a factor of 4 to 5 (Fig. 2A), in good agreement between the two centromeres was reduced by 9. In contrast, at 4 and 5 hours after the cells (15–19). When synaptonemal complex is formed [reviewed in (18, 19)].

The 3C assay also permits detailed quantitative analysis of chromosome structure. The spatial disposition of the chromatid fiber is determined by its flexibility and by additional constraints on its path. These parameters together determine the interaction frequencies of different sites. When a large number of cross-linking frequencies is determined, the relationship between cross-linking frequency and genomic site separation can be interpreted using polymer models that describe this relationship in terms of flexibility and other structural parameters that relate to chromosome conformation (22–26).

The cross-linking frequency between two loci of the chromosome with a site separation distance s (in kb), \( X(s) \), is directly proportional to the local concentration \( f_d(s) \), which is the concentration of one site of the polymer in proximity to the other site (26):

\[
X(s) = k \times f_d(s)
\]

The proportionality constant \( k \) reflects the efficiency of the cross-linking reaction and
can slightly vary from experiment to experiment. Within a given experiment, variation in $k$ can reflect real local differences in susceptibility to cross-linking.

The value of $y(s)$ can be expressed in terms of two key parameters, $I$ and $c$, by a numerical expression that combines the freely jointed chain (FJC) and the Kratky-Porod

(elastic rod) polymer description (25, 26). The parameter $I$ reflects the flexibility of the fiber; $I$ is the statistical segment length that equals two times the persistence length in nm. The parameter $c$ describes the presence of constraints on the random walk of the polymer. In the absence of such constraints, a linear fiber displays a maximum value of $X$ at a site separation distance of $l \sim 1.7$ segments, followed by a gradual decrease in interaction frequency with increasing site separation. The presence of constraints is detected as a deviation from this behavior [see also (27)].

Equation 2 can be applied to chromosomes of any organism by replacing the value of 11.1 nm/kb with $s/c$. For a linear polymer, $s/c$ approaches zero and Eq. 2 becomes the simpler equation that describes a linear polymer (26).

Equation 2 includes an estimate of the packing ratio of the chromatin fiber. In yeast, a packing ratio of 11.1 nm/kb was estimated from a mass density of 6 nucleosomes per 11 nm of fiber (28), corresponding to a 30-nm fiber and a nucleosome repeat length of 165 base pairs (29). For the following analysis we made the assumption that $b$ is constant and that there is no higher level of organization of the chromatin fiber. Also, we assumed that the fiber is not confined to a limited volume.

Equation 2 can be applied to chromosomes of any organism by replacing the value of 11.1 in the expression for $b$ with a suitable fiber packing ratio.

We applied Eq. 2 to the modeling of the ~320-kb yeast chromosome III as it occurs in the G1 phase of the cell cycle. Nuclei were purified from haploid cells arrested in G1 with $s/c$-factor (7), and cross-linking frequencies were determined for 78 different site pairs. The pairs examined were selected to represent the full range of genomic site separation distances across the entire length of the chromosome (all pairwise combinations of positions 1 to 13 shown in Fig. 1C). Interaction frequencies were plotted against the genomic site separation $s$ (Fig. 3A) and optimal values for $I$, $c$, and $k$ were found by fitting the data to Eq. 2, yielding $l = 56$ nm, $c = 363$ kb, and $k = 4.0 \times 10^9$ M$^{-1}$ (27). Although any particular model can only be an approximation for real chromatin, the current results suggest that polymer models are useful for this purpose and that the

\[ X(s) = k \times 0.53 \times \beta^{-3/2} \times \exp \left( \frac{2}{\beta} \right) \times \beta^{-3} \text{nm}^3 \text{mol}^{-1} \text{liter} \]
particular model we used is a good first approximation for chromosome III under the cellular circumstances of these experiments. We did not need to include terms for volume exclusion in this analysis. Deviations from the fitted curve may be due to noise but may also reflect real differences (see below).

A value of $c = 363$ kb indicates that this linear chromosome is constrained in a circular conformation whose apparent circle size is only slightly larger than the actual length of the chromosome ($\sim 320$ kb). This feature is most prominently apparent in the tendency for cross-linking frequencies to increase for larger site separations ($s > 200$ kb; Fig. 3A).

A value of $l = 56$ nm corresponds to a persistence length of 28 nm, which in turn corresponds to 2.5 kb. These results suggest that yeast chromatin is quite flexible [see also (30)]. The persistence length, expressed in kb, of chromatin is considerably larger than that of naked DNA (2.5 kb versus 150 base pairs). Therefore, this property affects interactions between sites separated by larger genetic distances in the case of chromatin than in the case of naked DNA. Hence, chromosome III is quite compact, with sites separated by large genomic distances being relatively close to one another in three-dimensional (3D) space. The highest relative local concentration of two sites occurs at a genomic site separation distance of $s \sim 9$ kb [$l \sim 60$ nm (31)]. At this site separation, the relative local concentration of the two sites is $6 \times 10^{-9}$ M. The local concentration remains relatively high, at least $2 \times 10^{-8}$ M, for all pairs of sites along chromosome III. These values imply that interactions between proteins present at nanomolar concentrations will be strongly facilitated when they are bound to this chromosome, even if their binding sites are separated by a relatively large genomic distance.

The value of $l$ also has consequences for the higher order organization of yeast chromosomes. Although some physical properties of mitotic and meiotic chromosomes are likely to be different from the properties we determined here, the flexibility of the chromatin fiber in G1 is at least consistent with the observed loop sizes of $\sim 20$ kb of mitotic chromosomes (32) and estimates of loop sizes of 9 to 15 kb in mitotic chromosomes (33, 34). These relationships suggest that chromatin flexibility may be an important parameter of loop formation and function [see also (19)]. The value of $l$ will also be important for chromosomal processes that involve looping and other long-range interactions along the chromatin fiber.

Yeast chromosomes comprise GC-rich and AT-rich domains, or isochores, of about 50 to 100 kb (35, 36). Chromosome III has one AT-rich domain (located on the right arm from 190 to 280 kb). These domains exhibit functional differentiation, as is most clearly illustrated by the fact that the GC-rich domains display high levels of meiotic recombination relative to the AT-rich domain (37, 38). These domains are likely analogous to the R- and G-bands found in larger eukaryotes (19, 39). We were interested in the possibility that...
these isochore domains might also differ in their basic structural properties. We analyzed a large number of interactions, for sites separated by 7 to 85 kb, within each given region. Results for the AT-rich and GC-rich domains of the right arm are shown in Fig. 3B. Fitting the data to Eq. 2 yielded very good fits with \( f = 69 \text{ nm}, c = 738 \text{ kb}, \) and \( k = 6.1 \times 10^6 \text{ M}^{-1} \text{ for the AT-rich domain} (R^2 = 0.90) \) and \( l = 56 \text{ nm}, c = 171 \text{ kb}, \) and \( k = 2.8 \times 10^6 \text{ M}^{-1} \text{ for the GC-rich domain} (R^2 = 0.96). \) The 75-kb GC-rich domain within the left arm of chromosome III was analyzed in a similar way, and values of \( l = 62 \text{ nm}, c = 117 \text{ kb}, \) and \( k = 3.0 \times 10^6 \text{ M}^{-1} \) were obtained (9). Essentially the same results were obtained in exponentially growing \( \text{MATa} \) and \( \text{MATa} \) cells (9).

The AT-rich domain exhibits little curvature (\( c = 738 \text{ kb} \)) and thus behaves similarly to an unconstrained linear polymer. In contrast, the GC-rich domains exhibit apparent circular conformations (\( c = 171 \text{ kb} \) and \( c = 117 \text{ kb} \)). This difference is also reflected in a qualitative difference in the data of the two domains. In the case of the GC-rich domain, cross-linking frequencies of sites separated by more than 55 kb were higher (by a factor of 2 to 3) than expected for an unconstrained fiber, and they do not decrease with increasing site separation. In contrast, the interaction frequencies measured in the AT-rich domain continue to decrease with increasing site separation. These results show that the degree of apparent curvature varies by domain along the chromosome, in correlation with variation by domain in average base composition. The constraints responsible for the apparent curvature of GC-rich regions could be internal, via intrinsic bias in fiber path, or external (e.g., by tethering of parts of the chromosome to the nuclear envelope).

A twofold difference in the value of \( k \) was found when the AT- and GC-rich domains were compared, whereas an intermediate value of \( k \) was determined for the entire chromosome (\( k = 4.0 \times 10^6 \text{ M}^{-1} \)). These data sets were obtained using the same DNA sample as PCR template. Thus, the different values of \( k \) may reflect real differences in the internal structure of the fiber (e.g., nucleosome density). We assume a homogeneous packing ratio, but small differences in packing ratio between these domains may exist, and in the current analysis this will also result in differences in the value of \( k \). The AT-rich domain may be slightly stiffer than the rest of the chromosome (\( l = 69 \text{ nm} \) versus 56 nm), but given the intrinsic uncertainties of a three-parameter fit with an error in \( l \) of about 10%, we do not know whether the difference in \( l \) between the AT- and GC-rich domains is significant.

Given a complete set of spatial distances between a number of sites along a chromosome, a 3D model of the chromosome can be developed. Such distances can be obtained from cross-linking frequency data in two steps. First, each intersite cross-linking frequency can be related to a relative local concentration by Eq. 1. Second, because the chromatin fiber is accurately described by the polymer model outlined above, each relative local concentration can be related to the squared average spatial distance \( \langle r^2 \rangle \) (in nm) between two sites. For the FJC model this relation is given by

\[
j = \left( \frac{3}{2\pi R} \right)^{\frac{1}{2}} \text{ or } \sqrt{\langle r^2 \rangle} = 0.82 \times \sqrt{\lambda} \text{ mol}^{-\frac{1}{2}} \text{ liter} \text{ nm} \text{ (3)}
\]

which holds for both linear and circular polymers. Given a complete distance table for a number of sites along the length of the chromosome, a population-average 3D model of the chromosome can be calculated using Choleski decomposition of symmetric matrices (40).

The 78 measured cross-linking frequencies shown in Fig. 3A were converted to 78 average intrachromosomal distances [using \( k = 4.0 \times 10^6 \text{ M}^{-1}; \) see (41)] and are schematically indicated in the distance matrix shown in Fig. 3C. These 78 distances constitute a complete distance table for the 13 positions shown in Fig. 1C and were used to calculate a population-average 3D model of chromosome III (Fig. 3D) [see (40)]. The AT-rich domain of the chromosome is indicated in green (positions 6 to 9), the GC-rich domains (positions 2 to 6 and 9 to 12) are indicated in red, and the subtelomeric regions are indicated in blue. The difference between each measured distance and the corresponding modeled distance was on average 6%, indicating that the 3D model fits the data very well.

The model clearly shows the circular behavior of the chromosome, with the two telomeres closely juxtaposed. The two telomeres are on average 170 nm apart. The GC-rich domains appear more strongly curved than the AT-rich domain, although the resolution of the model is not sufficient to make these domain-related constraints clearly visible. The model also indicates the presence of a sharp bend around the centromeric region (position 6), partly because interaction frequencies between positions 7 and 8 and positions 3 and 4 were higher than the corresponding fitted values in Fig. 3A. As a result of these deviations, the chromosome appears as a contorted ring and not as a homogeneous circular polymer.

The size of the model chromosome is in accord with several expectations. First, the largest distance is that between the centromere and the right telomere. Those sites are on average 330 nm apart, which is considerably less than the diameter of a haploid yeast nucleus (~1.3 to 1.8 μm). Second, the volume of chromosome III, estimated by assuming the chromosome to be a sphere with a diameter of 330 nm, is at most 2% of that of the nucleus, in agreement with the fact that chromosome III contains ~2.6% of the genome. Third, with a value of \( l = 56 \text{ nm} \) (Fig. 3A), the longest chromosome arm of yeast, around 1 Mb, would have a maximum average extension of ~800 nm and thus would fit in the nucleus without the need to loop back. These observations indicate that the estimate of a packing ratio for yeast chromatin of 11.1 nm/_kb is probably accurate. We also determined 3D models for chromosome III from exponentially growing \( \text{MATa} \) and \( \text{MATa} \) cells, and similar models were obtained (9).

It is important to emphasize that this model is the population-average path of a very flexible chromosome. The actual trajectory of an individual chromosome at a given time will fluctuate around conformations similar to the one depicted in Fig. 3D.

The approaches described provide detailed information about the 3D organization of chromosomes and the nucleus in general. Potentially, microarray technology can be used to detect ligation products. Moreover, 3C technology can be applied to any organism for which genomic sequence information is available. When combined with other approaches, information about spatial organization can be related to specific chromosome functions.
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A Class of Potent Antimalarials and Their Specific Accumulation in Infected Erythrocytes
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During asexual development within erythrocytes, malaria parasites synthesize considerable amounts of membrane. This activity provides an attractive target for chemotherapy because it is absent from mature erythrocytes. We found that compounds that inhibit phosphatidylcholine biosynthesis de novo from choline were potent antimalarial drugs. The lead compound, G25, potently inhibited in vitro growth of the human malaria parasites Plasmodium falciparum and P. vivax and was 1000-fold less toxic to mammalian cell lines. A radioactive derivative specifically accumulated in infected erythrocytes to levels several hundredfold higher than in the surrounding medium, and very low dose G25 therapy completely cured monkeys infected with P. falciparum and P. cynomolgi.

The widespread resistance of malaria parasites to most common antimalarials, and cross-resistance to structurally unrelated drugs, emphasize the need for new chemotherapeutic targets (1). When parasitizing red blood cells, the parasite invests heavily in membrane biogenesis, making phospholipid (PL) biosynthesis essential for intraerythrocytic development (2), whereas these activities are absent from mature uninfected erythrocytes (3). Phosphatidylcholine (PC) is the major PL present in infected erythrocytes. It is mainly synthesized from plasma-derived choline by the parasite enzymatic machinery and provides an attractive target for antimalarial chemotherapy (2).

To inhibit PC synthesis in malaria parasites, we designed and synthesized a series of compounds based on their capacity to mimic choline structure (4). They were optimized for in vitro antimalarial activity, and there was a very close correlation between the inhibition of parasite growth in vitro and specific inhibition of parasite PL biosynthesis de novo from choline (5). The compounds do not interfere with other types of PL synthesis, such as that of phosphatidylethanolamine or macromolecules like DNA (5). Toxic activity is highest against mature parasites, when PL synthesis is maximal (5). We hypothesize that the most likely drug target is the choline transporter, either on the surface of the infected erythrocyte or in the plasma membrane of the intracellular parasite (6). Structure-activity relation (SAR) studies revealed the importance of the cationic group volume. Duplication of this group (bisquaternary ammonium salts) separated by a sufficiently long alkyl chain markedly increases antimalarial activity to within the low-nanomolar range (7). This defined the lead compound, G25 [1,16-hexadecamethylenes(V-methylpyro-
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Protocal 1: Chromosome Conformation Capture (3C)

The chromosome conformation capture assay was performed as follows. Purified nuclei (1) (~1 x 10^8) were cross-linked with 1% formaldehyde for 10 minutes at room temperature in a buffer containing 10 mM Tris-Cl pH 7.9, 10 mM MgCl₂, 50 mM NaCl and 1 mM dithiothreitol. The reaction was quenched by addition of glycine to 0.125 M. SDS was added to a final concentration of 0.1% and the reaction was incubated at 37°C for 10 minutes in order to remove any non-cross-linked proteins from the DNA. To sequester SDS and allow subsequent restriction digestion, Triton X-100 was added to a final concentration of 1%. The DNA was digested with a restriction enzyme (EcoRI or XhoI in this study) for 1 hour at 37°C in a final volume of 50 µl. The restriction enzyme was inactivated by addition of 1.6% SDS and incubation at 65°C for 20 minutes. The reaction was 15 times diluted (to 2.5 ng/µl DNA) and Triton X-100 was added to 1%. DNA was ligated for 45 minutes at 16°C (2, 3) using T4 ligase. The cross-links were reversed by overnight incubation at 65°C in the presence of 5 µg/ml Proteinase K and the DNA was purified by phenol-chloroform extraction and ethanol precipitation. The DNA concentration was determined using a DyNA Quant 200 fluorometer (Hoefer). The control template was generated as follows. Purified genomic DNA was digested with the same restriction enzyme as that used for generation of the cross-linked template, and restriction fragments were randomly ligated without dilution (using a DNA concentration of 300 ng/µl).

PCR products were run on 1.5% agarose gels containing 0.75 µg/ml ethidium bromide and quantified using a Bio-Rad Molecular Imager. All ligation products that were detected by PCR had the expected size (around 250 bp) and contained an EcoRI site at the expected location. Non-specific products were detected in some cases, but this did not appear to affect the quantification. The method can also be performed using intact cells, and data were generally consistent with all result obtained in nuclei. However, we found that using intact cells the assay was considerably less efficient, and infrequent interactions could not be accurately measured.

Protocal 2: Synchronous meiosis

Diploid cells NKY3481 (MATa/MATα, ho::hisG", ura3", nuc1Δ::LEU2", HIS4::LEU2-(NBam)/his4-X::LEU2-(MluI)-URA3, arg4-nsp") were grown overnight in 3 times 200 ml YPA at 30°C. Subsequently, cells were pooled and washed with water. Meiosis was induced by resuspending in 3 times 200 ml sporulation medium. Nuclear divisions, scored by counting DAPI-staining bodies, started just after 5 hours. After 5 to 6 hours a large fraction of cells had undergone meiosis and were forming spores. After 8 hours 80% of the cells had performed meiosis I and II. Aliquots of 200 ml were taken at 0, 4 and 5 hours after induction of meiosis, NaN₃ was added to 0.1% and nuclei were purified as described (1). Since it is very difficult to obtain nuclei from spores, later time points were not analyzed. The Chromosome Conformation Capture assay was performed using either EcoRI or XhoI. The control template was generated as described in the legend of Fig. 1 with genomic DNA isolated from NKY3481.

Protocal 3: Alpha-factor induced G1 arrest

Four 200 ml cultures of NKY2997 (MATa, ho::LYS2, lys2, ura3, nuc1Δ::LEU2) were grown in YPD at 30°C to an OD₆₀₀ of 1.1. Cells were pelleted and resuspended in four times 200 ml pre-warmed YPD containing 10 µg/ml a-factor and incubated for an additional 2 hours after which more than 95% of the cells were arrested in G1 as determined by microscopic analysis of the cells after staining with DAPI. Cells were killed by addition of NaN₃ to 0.1%, nuclei were isolated as described (1) and the 3C assay was performed using EcoRI. The control template was generated as described in the legend of Fig. 1 with genomic DNA purified from NKY2997.
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